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Video Anomaly Detection (VAD)
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• What is anomaly in the video?

• Events that betray pre-defined patterns.

• Events that catch the user’s interest, especially those related to crime.

Fighting Road AccidentAbnormal object Strange action

Figures are samples from CUHK-Avenue (left), UCF-Crime (right). 
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Video Anomaly Detection (VAD)
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• Real-world applications of VAD

• Intelligent surveillance systems

• Traffic monitoring / Smart City

• Industrial monitoring systems

• …

https://www.aindralabs.com/wp-content/uploads/2.pnghttps://www.techtoreview.com/upload/1583312149.jpeg
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Weakly Supervised VAD
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• Heavy annotation cost for fully supervised VAD

• Scene bias / Inflexibility for unsupervised VAD

• Formulation:

• Given a binary video-level label for each training video [Abnormal / Normal]

• Train a prediction function ℱ to predict frame-level anomaly scores

Weakly Supervised VAD

The figure is downloaded from the Internet. 
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• Previous works

• Encoder-agnostic: Train specific-designed detector only

• Encoder-based: Train both feature encoder and specific-designed detector

Weakly Supervised VAD
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The figure (left) is from Sultani .et al (CVPR 2018), while the right  is from Zhong .et al. (CVPR 2019).
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Weakly Supervised VAD
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• Problems in previous encoder-based method [Zhong .et al, 2019]
• Label noise is introduced in the first iteration.

• High training computation cost

• Multiple training iterations

• High testing computation cost

• 10-crop testing augmentation

The figure is from Zhong .et al (CVPR 2019) 

Label Noise
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Multiple Instance Self-Training Framework
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• Motivations

• To minimize the domain gap lying between common videos and surveillance videos.

• Small foreground

• Not actor-centric

• Blur

• Online fine-grained anomaly detection

• Spatial anomaly explanation/localization a) Samples of Kinetices-400

b) Samples of UCF-CrimeThe figure is from Sultani .et al (CVPR 2018) 
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Multiple Instance Self-Training Framework
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• Contributions:

• An online fine-grained method for 
weakly supervised VAD.

• An efficient way to finetune feature 
encoder with a two-stage framework.

• Sparse-continuous sampling strategy 
for MIL-based pseudo label generator.

• Self-Guided Attention Module to 
enhance the feature encoder.

• MIST provide spatial explanation / 
visualization for anomalous events.
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Multiple Instance Self-Training Framework
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Stage I: Pseudo Labels Generation
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• Sparse Continuous Sampling:
• Uniformly sampling L sub-bag

• Sub-bag: T continuous clips

• Training Objective:

Project Page

GT



Stage I: Pseudo Labels Generation
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• Pseudo Labels Refinement

• Moving Average Smoothing 

• Min-Max Normalization



Stage II: Feature Encoder Finetuning

12

Project Page
• Self-Guided Attention Module:

• Attention generation

𝒜 = ℱ2(ℱ1 ℳ𝑏−4 )

• Attention Mechanism

• Indirect guidance by a guided 

classification head 𝑯𝑔to make 

ℳ𝑏−4
∗ more discriminative.
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Stage II: Feature Encoder Finetuning
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Project Page• Training Objective in Finetuning
• ℒ = ℒ1 + ℒ2
• ℒ1, ℒ2: class-weighted cross-entropy 

loss ℒ𝓌
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Experimental Results
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Experimental Results
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Temporal Visualization on UCF-Crime
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Effect of MIST finetuning
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Ablation Studies
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Spatial Explanation / Visualization on UCF-Crime
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Speed and Complexity
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Demo
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Future works
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• Cooperate with Label Noise Learning / Filtering 

• The better alternative for two parts of MIST

• Better dataset [Clear Anomaly Definition, High Resolution… ]

• …
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Thanks for listening!
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https://kiwi-fung.win/2021/04/28/MIST/



Q&A
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